Unimodal regularized neuron stick-breaking for ordinal classification
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A B S T R A C T

This paper targets for the ordinal regression/classification, which objective is to learn a rule to predict labels from a discrete but ordered set. For instance, the classification for medical diagnosis usually involves inherently ordered labels corresponding to the level of health risk. Previous multi-task classifiers on ordinal data often use several binary classification branches to compute a series of cumulative probabilities. However, these cumulative probabilities are not guaranteed to be monotonically decreasing. It also introduces a large number of hyper-parameters to be fine-tuned manually. This paper aims to eliminate or at least largely reduce the effects of those problems. We propose a simple yet efficient way to rephrase the output layer of the conventional deep neural network. Besides, in order to alleviate the effects of label noise in ordinal datasets, we propose a unimodal label regularization strategy. It also explicitly encourages the class predictions to distribute on nearby classes of ground truth. We show that our methods lead to the state-of-the-art accuracy on the medical diagnose task (e.g., Diabetic Retinopathy and Ultrasound Breast dataset) as well as the face age prediction (e.g., Aidence face and MORPH Album II) with very little additional cost.

© 2020 Elsevier B.V. All rights reserved.

1. Introduction

Recently, ordinal regression/classification has received much attention in recognition community. It aims to determine the discrete label of a certain pattern on an ordinal scale. The natural order of the labels (e.g., 1, 2, 3) indicates the order of the ranks [56].

For instance, the classes of a medical image usually represent the health risk levels, which are inherently ordered. The Diabetic Retinopathy Diagnosis (DR) involves five levels: no DR (1), mild DR (2), moderate DR (3), severe DR (4) and proliferative DR (5) [1]. The Breast Imaging-Reporting and Data System (BI-RADS) also includes five diagnostic labels: 1-healthy, 2-benign, 3-probably benign, 4-may contain malignant and 5-probably contains malignant [2,3]. Similar ordinal labeling systems for liver (LI-RADS), gynecology (GI-RADS), colonography (CRADS) have been established soon afterward [4].

Surely, the ordinal data is not unique to the medical image classification [55]. Some other examples of ordinal labels include the age of a person [5,6], face expression intensity [7], aesthetic [8], star rating of a movie [9], etc., and are traditionally referred to ordinal regression tasks [10].

Recent advances in deep neural networks (DNN) for natural image tasks have prompted a surge of interest in adapting it to several applications [2,4,11]. However, some of the special characteristics of ordinal data have, in our opinion, not been efficiently explored.

Two of the most straightforward approaches for ordinal data either cast it as a multi-class classification problem [12] and optimize the cross-entropy (CE) loss or treat it as a metric regression problem [13] and minimize the absolute/squared error loss (i.e., MAE/MSE). The former (Fig. 1(a)) assumes that the classes are independent of each other, which totally fails to explore the inherent ordering between the labels. The latter (Fig. 1(c)) treats the discrete labels as continuous numerical values, in which the adjacent classes are equally distant. This assumption violates the non-stationary property of many image related tasks, easily resulting in over-fitting [14].

Recently, better results were achieved via a N – 1 binary classification sub-tasks (Fig. 1(b)) using sigmoid output with MSE loss [10] or softmax output with CE loss [3,4,15,16], when we have N levels as the class label. We can transform N levels to a series of
labels of length $N - 1$. Then the first class is [0, ..., 0], followed by the second class [1, ..., 0], third class [1, 1, ..., 0] and so forth. The sub-branches in Fig. 1(b) calculate the cumulative probability $p(y > i|x)$, where $i$ index the class.\(^1\) With the cumulative probability, then it is trivial to define the corresponding discrete probabilities $p(y = i|x)$ via subtraction. These techniques are closely related to their non-deep counterparts [17,18]. However, the cumulative probabilities $p(y > 1|x), \ldots, p(y > N - 1|x)$ are calculated by several branches independently, therefore, can not guarantee they are monotonically decreasing. That leads to the $p(y = i|x)$ are not guaranteed to be strictly positive and results poor learning efficiency in the early stage of training. Moreover, $N - 1$ weights need to be manually fine-tuned to balance the CE loss of each branch.

Besides, under the one-hot target label encoding, the CE loss $-\log(p(y = i|x)))$ essentially only cares about the ground truth class $i$ [19] argues that misclassifying an adult as a baby is more severe than misclassifying as a teenager, even if the probabilities of the adult class are the same. Authors in [20–22] propose to use a single output neuron to calculate a parameter of a unimodal distribution, and strictly require that the $p(y = i|x)$ follows a Poisson or Binomial distribution, but suffers from lacking the ability to control the variance [22]. Since the peak (also the mean and variance) of a Poisson distribution is equal to a designated $\lambda$, we can not assign the peak to the first or last class, and its variance is very high when we need the peak in the very later classes.

Furthermore, the quality of ordinal label makes this problem even more challenging. For example, the agreement rate of the radiologists for malignancy is usually less than 80% [23,24], which results in a noisy labeled dataset [25]. Despite the distinction between adjacent labels is often unclear, it is more likely that a well-trained annotator will mislabel a Severe DR (4) sample to Moderate DR (3) rather than No DR (1). The label smoothing is a general method for label noise, which cut down the 100% probability in one-hot distribution and averages it to all of the classes following a uniform distribution. It assumes the noise is caused by random error. However, there is a prior in medical diagnosis that a medical doctor or well-trained annotator is more likely to mislabel an image to a neighbor risk-level. Therefore, the uniform distribution may not be an ideal choice to model this kind of label noise. Instead, we propose to model it with the unimodal distribution. Besides, we show that smoothing the label with unimodal distribution can explicitly consider the relative similarity of ordinal data, and has a smaller loss when the prediction probabilities are closer distribute around the ground truth class.

In this paper, we propose to address the issues discussed above. The preliminary versions of the concepts in this paper were published in the Biolmage Computing workshop at 2018 European Conference on Computer Vision [26]. In this paper, we extend those basic concepts in the following ways:

1. We design a novel unimodal regularization strategy to smooth the target label from one-hot distribution to the unimodal distribution. It not only alleviates the effects of label noise in ordinal datasets, but also explicitly regularizes the structure of label space. Therefore, it can encourage the label predictions to distribute close to the ground truth class.

2. We also investigate the possible combination of unimodal regularization with conventional models as well as the proposed neuron stick-breaking, which can improve the performance without sophisticated network design.

3. We conduct all experiments using the new architecture, test on more general and challenging benchmarks, and give more comprehensive ablation studies.

In summary, this paper makes the following contributions.

1. We rephrase the conventional softmax-based output layer to the neuron stick-breaking formulations to guarantee the cumulative probabilities are monotonically decreasing, and not need hyperparameters to balance the branches in multi-task learning framework.

2. The unimodal label smoothing not only considers the prior knowledge in noisy ordinal data, but also explicitly includes a structured relationship between neighboring classes and penalizes less when the inter-class distances are smaller.

3. Extensive evaluations in Diabetic Retinopathy, Ultrasound BIRADS, Adience face and MORPH Album II age datasets demonstrate that our method outperforms many state-of-art approaches on the medical diagnoses as well as face age prediction task.

2. Related works

2.1. Ordinal regression

The conventional ordinal regression approaches can be classified to three classes, i.e., naive, binary decomposition and threshold methods [27–29]. Following the development of deep learning [30,31], several works have been proposed to target the
ordinal data. Authors in [3,26] propose the multi-task learning framework. However, the percentages of each class are not guaranteed to be positive, which may hurt the training especially in the early stage. Besides, there are \( N - 1 \) weights to balance the branches, which is a hard task for manually tuning [56]. Liu et al. [32] incorporate the metric learning for data relationship analysis. The ground metric of the earth mover’s distance can also be used to describe the similarity of each class [19]. Different from these methods, we propose to use the stick-breaking process and adapt it to the neural network structure.

2.2. Stick-breaking process

The stick-breaking considering the problem of break a stick with length 1 to \( N \) segments. It is closely associated with the associated Bayesian non-parametric methods, e.g., Sethuraman [33] used it in constructive definitions of the Dirichlet process [34]. It is a subset of the random allocation processes [35] and a generalization of continuation ratio models [36]. Khan et al. [37] further proposed its parameterization for Latent Gaussian Models (LGMs). Inspired by these previous works, we propose to rephrase the output layer of neural network following the stick-breaking formulations and target for the ordinal data.

2.3. Unimodality of ordinal data

Authors in [21,22] propose to enforcing the prediction to be a Poisson distribution. In their parametric version, the output of the neural network is a single sigmoid unit, which represents the parameter \( \lambda \) in Poisson distribution [55]. However, require the output strictly following a specific distribution could be a strong assumption [56]. Besides, it is not easy to control the variance of the resulting Poisson distribution. Beckham and Pal [22] introduce an additional temperature parameter to control the variance, but results in more complicate hyper-parameter tuning. In here, we propose to use an exponential function following the softmax to flexible adjust the shape of target label distribution, and analysed the performance of Poisson, Binomial and exponential distribution.

3. Proposed methods

3.1. Neuron stick-breaking for ordinal regression

In the stick-breaking approach, we define a stick of unit length between \([0,1]\), and sequentially break off parts of the stick [33]. The length of generated bits can represent the discrete probabilities for that class.

When we make a breaking manipulation, the stick will be separated to two parts with the length of \( \sigma(\eta_1) \) and \( 1 - \sigma(\eta_1) \), respectively. Their length can represent the probability of the two classes. Then, we further break the remaining part \( 1 - \sigma(\eta_1) \) by defending how much of the percentage \( \sigma(\eta_2) \) should be cut off in \( 1 - \sigma(\eta_1) \). This will further generate two bits with the length of \( \sigma(\eta_2) \) and \( 1 - \sigma(\eta_2) \). The \( \sigma(\eta_1) \) \( \sigma(\eta_2) \) and \( 1 - \sigma(\eta_2) \) \( 1 - \sigma(\eta_1) \) can represent the probability of three classes respectively. Mathematically, to break a stick to \( N \) bits can be written as:

\[
p(y = 1|\eta_1) = l_1 = \sigma(\eta_1)
\]

\[
p(y = j|\eta_{n-1}, j = 1, 2, \ldots, N - 1) = l_j = \sigma(\eta_j) \prod_{i=1}^{j-1} (1 - \sigma(\eta_i))
\]

\[
p(y = N|\eta_{N-1}, l_j = l_1 = \ldots = l_{N-1}) = l_N = \prod_{i=1}^{N-1} (1 - \sigma(\eta_{N-1}))
\]

where length of each bit can be used to formulate the probability of each class \( p(y) \). We note that the conventional stick-breaking processing in LGMs or Dirichlet process usually not care the \( p(y = N|\eta_{N-1}, l_j = l_1 = \ldots = l_{N-1}) \), but it can has clear meaning in ordinal problem. A simple case \((N = 4)\) is shown in Fig. 2, and it is appealing that only \( N - 1 \) breaking manipulation can get \( N \) bits.

To introduce the stick-breaking processes in a way that is appropriate a deep neural network for ordinal regression, we set \( N - 1 \) output neurons for \( N \) levels as shown in Fig. 3. We suppose that \( f(x_i) \) is a scalar denoting the \( i \)-th output of our neural network to substitute linear projections \( \eta_i \) in LGMs. We define the stick length of the first class, i.e., its probability, to be \( \sigma(f(x_i)_1) \), where \( \sigma(\cdot) \) denotes the sigmoid nonlinearity. We can then define the second class probability as what was left over from that stick multiplied by the output of the second class, i.e., \( (1 - \sigma(f(x_i)_1)) \sigma(f(x_i)_2) \). For the third class probability we compute \( (1 - \sigma(f(x_i)_1)) (1 - \sigma(f(x_i)_2)) \sigma(f(x_i)_3) \) and so forth, where the last class probability for \( p(N|x) \) receives what is left over, i.e., \( (1 - \sigma(f(x_i)_1)) \ldots (1 - \sigma(f(x_i)_{N-1})) \). The conventional CE loss can be used to train our network.

It can be derived that each output \( f(x_i) \) is actually the ratio \( f(x_i) = (p(y = i|x)) / p(y = \geq i|x) \), so these \( f(x) \) can be interpreted as defining decision boundaries that try to separate the \( i \)-th class from all the classes that come after it. By doing so, the prediction is still a discrete probability (i.e., \( \sum_{i=1}^{N} p(y = i) = 1 \)), and each \( p(y = i) \geq 0 \). Then we do guarantee the relationship of \( p(y = 1) \geq p(y > 2) \geq p(y > N - 1) \).

A nice property of our method is that unlike the approaches that only output a single distribution parameter [20,22,38], we obtain a slightly more expressive model since each boundary of two adjacent classes gets its own scalar output \( f(x) \). The discrete probabilities can also be calculated via our predefined linear manipulations instead of having to estimate cumulative probabilities first [10,17,18]. Therefore, the weights of each branch in [10] are no longer necessary.

We repeatedly broke the part of the stick that remained in the stick-breaking process. We note that if we continue to break the first part of the stick, this is the Indian Buffet Process [39]. Therefore, the first part could be the probability of \( p(y < N) \), and the length of the lefted part represent the \( p(y = N) \). We also need \( N - 1 \) break action to get the probability of \( N \) classes. Although the usage of them are different in LGMs, they are essentially the same in our applications.

3.2. Unimodal regularization

Label smoothing is a general regularization to address the noisy label problem, which encourages the model to be less confident
In the case of one-hot label, the distribution of a label probability is \( q(i) = \delta_{ij} \), where \( j \) is the ground truth class, \( \delta_{ij} \) is a Dirac delta, which equals to 1 for \( i = j \), and 0 otherwise. The label smoothing replaces \( q(i) \) in CE loss (i.e., \( \sum_{i}^{n} q(i)[-\log p(y = i)] \)) with a more conservative target distribution [64].

\[
q'(i) = (1 - \eta)\delta_{ij} + \eta \frac{1}{N}
\]  

which can be regarded as the weighted sum of the original label distribution \( q(i) \) and a fixed uniform distribution. Since ordinal data are more likely to be mislabeled as a class close to the true class, it is more reasonable to construct a group of unimodal distributions that have a peak at class \( l \) while decreasing its value when the class goes away from \( l \). Another main requirement is that it can have a peak in the first as well as last classes, and the variances are expected to be low no matter the position of the peak.

There are three possible candidates are analyzed. The first is the Poisson Distribution. It is used to model the probability of the number of events, \( k \in \mathbb{N} \cup 0 \) occurring in a particular interval of time. Its probability mass function (PMF) is:

\[
p_k = \frac{\lambda^k \exp(-\lambda)}{k!}
\]

where \( 0 \leq k \leq K - 1 \), and \( \lambda \in \mathbb{R}^+ \) is the average frequency of these events. While we are not actually using it for the occurrence of an event, we can make use of its PMF to enforce discrete unimodal probability distributions. Its mean and variance are equal to \( \lambda \). As shown in Fig. 4, it is not easy to flexibly adjust the shape of a Poisson distribution. Besides, the probability of Poisson distribution for limited classes is not a distribution (i.e., the sum of each probability is not 1). To construct a distribution as our target label, we use a softmax function to normalize it.

Different from studies in [21,22] which predict the \( \lambda \) to define the shape of output distribution, we propose to modify the target label as a unimodal distribution. The output distribution does not strictly be a unimodal distribution, but the cross-entropy loss will explicitly encourage it to form a unimodal distribution. Actually, the noise sample in ordinal data usually makes the unimodal to be a too strong assumption, while averaging some probability to every class following a unimodal distribution could achieve the similar function in a soft manner.

The second choice is Binomial Distribution. It is commonly adopted to model the probability of a given number of successes out of a given number of trials \( k \) and the success probability \( p \).

\[
p_k = \binom{K}{k} p^k (1 - p)^{K-k}
\]

where \( 0 \leq k \leq K - 1 \). It has a mean of \( Kp \) and the variance of \( Kp(1 - p) \). A nice property of it is that we can define a range (e.g., \( K = 5 \)) to distribute the probability and the sum of 5 probabilities is 1 as shown in Fig. 5. Therefore, we do not need the additional softmax function to normalize it. Even the mean \( (Kp) \) and the variance \( (Kp(1 - p)) \) are different, it is still not easy to balance the position of its peak and the variance.

In here, we also propose to sample on an exponential function \( e^{-\frac{1}{\lambda}} \) and followed by a softmax normalization. Discrete distributions with 5 classes are illustrated in Fig. 6(a). Then, they are used to substitute the uniform distribution and construct the corresponding \( q'(i) \). The loss is formulated as

\[
\mathcal{L} = \sum_{i}^{N} q'(i)[-\log p(y = i|x)]
\]
Since \( q'(i) \) is monotonically decreasing w.r.t. the farther distance from the true class \( l \), we can regard it as a weight of \( -\log(p(y = l|x)) \). From Fig. 6(b), this weight do explicitly consider the relative similarity of ordinal data, with a smaller weight when the prediction probabilities are closer distribute around the \( l \). Since the target label regularization can be processed advance, the training time does not increased by adding the unimodal regularization.

4. Numerical experiments

In this section, we show implementation details and experimental results on the Diabetic Retinopathy, Ultrasound BIRADS, Adience face and MORPH Album II age Datasets. To manifest the effectiveness of each setting choice and their combinations, we give a serial of elaborate ablation studies along with the standard measures. For a fair comparison, we choose similar backbones neural networks as in previous works. We adjust the last layer and softmax normalization to our neuron stick-breaking formulation. All of networks in our training use the \( L_2 \) norm of \( 10^{-4} \), ADAM optimizer [41] with 128 training batch-size and initial learning rate of \( 10^{-3} \). The learning rate will be divided by ten when either the validation loss or the valid set QWK plateaus. The is no significant difference of the training time of NSB and multi-class classification, and the unimodal regularization is performed before the training stage.

4.1. Evaluations

There are several possible evaluation metrics for ordinal data [55,56]. As a classification problem, the performance of a system can be simply measured by the average classification accuracy. Ratner et al. [3] further utilized the Mean True Negative Rate (TNR) at True Positive Rate (TPR) of 0.95. The relatively high TPR used in here is fitted for strict TPR requirement of medical applications to avoid misdiagnosing diseased case as healthy. However, they do not consider the severity of different misclassification. Following the previous metrics in the Kaggle competition of DR dataset, we choose the quadratic weighted kappa (QWK)\(^2\) to implicitly punish the misclassification proportional to the distance between the ground-of-truth label and predicted label of the network [42]. The QWK is formulated as:

\[
k = 1 - \frac{\sum_{i,j} W_{ij} O_{ij}}{\sum_{i,j} W_{ij} E_{ij}}
\]

to measures the level of disagreement between two raters (\( A \) and \( B \)). In here, the \( A \) is the argmax prediction of our classifier and \( B \) is the ground truth. The \( W \) is a \( N \times N \) matrix where \( W_{ij} \) denotes the cost associated with misclassifying label \( i \) as label \( j \). In QWK, \( W_{ij} = (i - j)^2 \). \( O_{ij} \) counts the number of images that received a rating \( i \) by \( A \) and a rating \( j \) by \( B \). The quadratic calculation is one possible choice and one can plug in other distance metrics into kappa calculation. The matrix of expected ratings \( E \) is calculated, assuming that there is no correlation between rating scores. As a result, \( k \) is a scalar in \([-1,1]\), and \( k = 1 \) indicates the two raters are total agreement, whereas \( k \leq 0 \) means the classifier performs worse than random choice.

The Mean Absolute Error (MAE) metric is also popular in related ordinal datasets [10], which is computed using the average of the absolute errors between the ground truth and the estimated result. Here, we also propose its use in evaluating the proposed method on two medical ordinal benchmarks.

4.2. Diabetic Retinopathy (DR)

We make use of two typical ordinal datasets in the medical area suitable for DNN implementations. The first dataset contains images of Diabetic Retinopathy (DR)\(^3\). In this dataset, a large amount of high-resolution fundus (i.e., interior surface at the back of the eye) images have been labeled as five levels of DR, with levels 1–5 representing the No DR, Mild DR, Moderate DR, Severe DR, and Proliferative DR, respectively. The left and right fundus image from 17563 patients are publicly available. The ResNet [43] style model with 11 ResBlocks as in [22] has been adopted for DR dataset. We use four stick-breaking neurons as our output structure and calculate the \( p(y = l|x) \) via the predefined linear operations.

Following the setting in [22], we adopt the subject-independent ten-fold cross-validation, i.e., the validation set consisting of 10% of the patients is set aside. The images belonging to a patient will only appear in a single fold, in this way we can avoid contamination. The images are also preprocessed as in [20,22] and subsequently resized as 256 \( \times \) 256 size images. Some examples can be found in Fig. 7.

We conduct our experiments with the evaluation metrics discussed earlier. The results in DR dataset are shown in Table 1. Several baseline methods are chosen for comparison, e.g., multi-class classification with CE loss (MC), regression with MSE loss (RG), Poisson distribution output with CE loss (Poisson), multi-class classification with square earth mover’s (Wasserstein) distance loss (EMD2), and multi-task network with a series of CE loss (MT). The RG is usually worse than MC, but appear to be competitive w.r.t. MAE, since RG optimizes similar metric MSE in its training stage. The Poisson gets the lowest results in most of evaluations due to its uncontrollable variance. The EMD2 and MT are more promising than MC as they consider ordinal information. By addressing their limitations, we achieve state-of-the-art performance in all of the evaluation tasks using the neuron stick-breaking (NSB) and unimodal label regularization (UR).

We also compared the performance of UR using Poisson (P), Binomial (B) and exponential (E) distribution. We set \( K \) to 5, which average the probability to all of the 5 classes. We set our hyper-parameters \( \eta = 0.15, \tau = 1 \). We note that the shape of normalized Poisson distribution is not easy to control and variation


\(^3\) https://www.kaggle.com/c/diabetic-retinopathy-detection.

Fig. 5. The Binomial distribution-guided unimodal regularization for a dataset with 5 classes. We set \( K \) to the number of class (i.e. \( K = 5 \)) and use \( p_0 \) to present the probability of \( k + 1 \) class.

\[\begin{align*}
\text{Class label} & \quad \text{Probability} \\
1 & \quad 0.6 \\
2 & \quad 0.3 \\
3 & \quad 0.2 \\
4 & \quad 0.1 \\
5 & \quad 0.0 \\
\end{align*}\]
is different for each class. With more flexible shape, the Binomial and exponential case are more effective than Poisson distribution.

The UR contribute to consistent improvement. To analyze the impact of our hyper-parameters $\tau$ and $\eta$ in UR(E), we performed some ablation studies. As shown in Fig. 8(a), the QWK is not sensitive to the $\tau \in \{0.8, 0.9, 1, 1.1\}$ when we fix the $\eta = 0.15$. Similarly, the QWK keep at the same level when we adjust $\eta$ from 0.12 to 0.18 as shown in Fig. 8(b). We manually tune these hyper-parameters with grid searching.

In Fig. 9, we also visualized the averaged prediction distribution on the test set of Diabetic Retinopathy. Although we only use the highest probability among all classes as our final prediction in the testing stage, the higher averaged probability indicates the higher confidence of the network for the corresponding class.

It shows that the URNSB not only has the higher value in the ground truth class, but also distribute the probability closer to the ground truth label than the conventional multi-class classification.

4.3. Ultrasound BIRADS

The second medical dataset is the Ultrasound BIRADS (US-BIRADS) [3]. It is comprised of 4904 breast images which are labeled with the BIRADS system. Considering the relatively limited number of samples in level 5, we usually regard the 4–5 as a single level [3]. That results 2700 healthy (1) images, 1113 benign (2) images, 359 probably benign (3), and 732 may contain/contain malignant images. We divide this dataset into 5 subsets for validation. The results are shown in Table 1.
subject-independent five-fold cross validation. We show some samples at different levels in Fig. 10.

AlexNet style architecture [44] with six convolution layers and following two dense layers is used for US-BIRADS image dataset as in [3]. 3 stick-breaking neurons are employed as the last layer. We set K to 5, $\eta = 0.15$, and $\tau = 1$.

The leading performance of our method is also observed on the US-BIRADS dataset (Table 2). Since its labels are more noisy (more severe annotator-dependent problem), the UR usually offers a more appealing contribution to the results. The Binomial and exponential distribution consistently outperforms the normalized Poisson distribution.

Please cite this article as: X. Liu, F. Fan and L. Kong et al., Unimodal regularized neuron stick-breaking for ordinal classification, Neurocomputing, https://doi.org/10.1016/j.neucom.2020.01.025
Table 2
Performance on the US-BIRADS dataset. Our implementations have slightly higher TNR using MC baseline than the results reported in [3]. ± sd: standard deviation. The best performance are bolded.

<table>
<thead>
<tr>
<th>Evaluations</th>
<th>Mean TNR@TPR=0.95</th>
<th>Valid Acc</th>
<th>Valid QWK</th>
<th>MAE</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>1 vs 2-5</td>
<td>1-2 vs 3-5</td>
<td>1-3 vs 4-5</td>
<td></td>
</tr>
<tr>
<td>MC</td>
<td>0.332+</td>
<td>0.287+</td>
<td>0.298+</td>
<td>0.733</td>
</tr>
<tr>
<td>RG</td>
<td>0.316</td>
<td>0.285</td>
<td>0.295</td>
<td>0.730</td>
</tr>
<tr>
<td>Poisson [22]</td>
<td>0.296</td>
<td>0.272</td>
<td>0.295</td>
<td>0.722</td>
</tr>
<tr>
<td>EMD [19]</td>
<td>0.378</td>
<td>0.287</td>
<td>0.317</td>
<td>0.761</td>
</tr>
<tr>
<td>MT [3]</td>
<td>0.385</td>
<td>0.292</td>
<td>0.313</td>
<td>0.765</td>
</tr>
<tr>
<td>NSB</td>
<td>0.391 ± 0.03</td>
<td>0.302 ± 0.02</td>
<td>0.320 ± 0.02</td>
<td>0.783 ± 0.03</td>
</tr>
<tr>
<td>NSB+UR(P)</td>
<td>0.395 ± 0.02</td>
<td>0.307 ± 0.02</td>
<td>0.324 ± 0.01</td>
<td>0.786 ± 0.02</td>
</tr>
<tr>
<td>NSB+UR(B)</td>
<td>0.396 ± 0.02</td>
<td><strong>0.309 ± 0.03</strong></td>
<td><strong>0.325 ± 0.01</strong></td>
<td><strong>0.788 ± 0.03</strong></td>
</tr>
<tr>
<td>NSB+UR(E)</td>
<td><strong>0.397 ± 0.03</strong></td>
<td><strong>0.309 ± 0.02</strong></td>
<td><strong>0.327 ± 0.02</strong></td>
<td><strong>0.788 ± 0.03</strong></td>
</tr>
</tbody>
</table>

Fig. 11. Some examples from MORPH Album II Dataset.

4.4. MORPH Album II Dataset

Although our preliminary version [26] was originally developed for medical images, it is essentially applicable to other ordinal regression problems [57–63]. MORPH Album II [45] is one of the most popular benchmark for real age estimation. It contains 55,134 color images from 13,617 subjects with age and gender information. The age ranges from 16 to 77 years old. Some examples are given in Fig. 11, and we visualized the number of samples with each age label in Fig. 12. There are two testing protocol, the first is 5-fold random split (RS) and the second is the 5-folds subject-exclusive (SE) protocol.

Following [46], we choose the VGG-16 backbone and use 5-folds cross-validation. We use an initial learning rate of 0.001 and a batch size of 64 for VGG-16, and reduce the learning rate by multiplying 0.1 for every 15 epochs. We note that the age class is much more than the medical data. Therefore, we only smooth the probability to nearby classes instead of all of the classes. We choose the K = 10, η = 0.15, and τ = 1. The relationship of K and the MAE is plotted in Fig. 13.

We note that when K = 0, it is equal to the NSB using one-hot target distribution. We see that the NSB and UR can generalize well in face image-based age estimation task (Tables 3 and 4).

4.5. Adience Face Age Dataset

We further test our method on Adience Face Age Dataset. It has 26580 images in 8 age groups from 2284 subjects. Some challenging samples are shown in Fig. 14. Following [19], we choose a 40-layer residual network with identity mapping and

Table 3
Comparisons of the age estimation MAEs by the proposed approach and the state-of-the-art methods on the MORPH Album II. ± sd: standard deviation. The best performance are bolded.

<table>
<thead>
<tr>
<th>Methods</th>
<th>MAE</th>
<th>Protocol</th>
</tr>
</thead>
<tbody>
<tr>
<td>OR-CNN [10]</td>
<td>3.27</td>
<td>RS</td>
</tr>
<tr>
<td>DEX [47]</td>
<td>3.25</td>
<td>RS</td>
</tr>
<tr>
<td>DIF [48]</td>
<td>3.00</td>
<td>SE</td>
</tr>
<tr>
<td>Rank-CNN [16]</td>
<td>2.96</td>
<td>RS</td>
</tr>
<tr>
<td>RCL [49]</td>
<td>2.46/2.88</td>
<td>RS/SE</td>
</tr>
<tr>
<td>MVL [46]</td>
<td>2.4/2.80</td>
<td>RS/SE</td>
</tr>
<tr>
<td>Caps [50]</td>
<td>2.93 ± 0.05</td>
<td>SE</td>
</tr>
<tr>
<td>NSB</td>
<td>2.27 ± 0.03/2.69 ± 0.04</td>
<td>RS/SE</td>
</tr>
<tr>
<td>NSB+UR(P)</td>
<td>2.20 ± 0.02/2.64 ± 0.03</td>
<td>RS/SE</td>
</tr>
<tr>
<td>NSB+UR(B)</td>
<td>2.20 ± 0.03/2.62 ± 0.04</td>
<td>RS/SE</td>
</tr>
<tr>
<td>NSB+UR(E)</td>
<td><strong>2.19 ± 0.02/2.62 ± 0.03</strong></td>
<td>RS/SE</td>
</tr>
</tbody>
</table>

Table 4
Performance on the Adience Face Age dataset using conventional accuracy of exact match (AEM%) and with-in-one-category-off match (AEO%).

<table>
<thead>
<tr>
<th>Methods</th>
<th>AEM</th>
<th>AEO</th>
</tr>
</thead>
<tbody>
<tr>
<td>Dropout-SVM [51]</td>
<td>45.1%</td>
<td>79.5%</td>
</tr>
<tr>
<td>Cascade CNN [52]</td>
<td>52.9%</td>
<td>88.5%</td>
</tr>
<tr>
<td>EMD [19]</td>
<td>62.2%</td>
<td>94.3%</td>
</tr>
<tr>
<td>DEX [47]</td>
<td>55.6%</td>
<td>89.7%</td>
</tr>
<tr>
<td>DEX+IMDB+WIKI [47]</td>
<td>64.0%</td>
<td>96.6%</td>
</tr>
<tr>
<td>Gabor [53]</td>
<td>54.4%</td>
<td>–</td>
</tr>
<tr>
<td>Caps [50]</td>
<td>59.8 ± 1.2%</td>
<td>–</td>
</tr>
<tr>
<td>NSB</td>
<td>65.7 ± 1.4%</td>
<td>95.8 ± 0.6%</td>
</tr>
<tr>
<td>NSB+UR(P)</td>
<td>66.1 ± 1.3%</td>
<td>96.0 ± 0.4%</td>
</tr>
<tr>
<td>NSB+UR(B)</td>
<td><strong>66.3 ± 1.5%</strong></td>
<td>96.4 ± 0.7%</td>
</tr>
<tr>
<td>NSB+UR(E)</td>
<td>66.3 ± 1.2%</td>
<td><strong>96.5 ± 0.5%</strong></td>
</tr>
</tbody>
</table>
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bottleneck design. We set batch size and learning rate to 128 and $10^{-2}$ respectively.

Then, we pre-train it on ImageNet. We set $K$ to 8, $\eta = 0.15$, and $\tau = 1$. We see that our proposed methods outperform the previous methods again, which clearly shows that NSB and UR are effective and robust. Noticing that 524,230 additional images from IMDB and WIKI datasets are used in [47].

5. Conclusions

We have introduced the stick-breaking presses for DNN-based ordinal regression problem. By reformulating the neurons of the last layer and softmax function, we not only fully consider the ordinal property of the class labels, but also guarantee the cumulative probabilities are monotonically decreasing. Targeting on the noisy label problem in many datasets, we propose the unimodal label regularization, which has several attractive characteristics. We also show how these approaches offer improved performance in medical diagnose (e.g., DR and US BIRADS) datasets and more general ordinal regression benchmarks (e.g., Adience face and MORPH Album II Age Dataset). In future work, we intend to learn the hyperparameters in the UR to further reduce facilitate the manually tuning [54], and leverage our methods for more general ordinal regression tasks.
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